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Introduction

EANTC, an independent test lab based in Berlin
(Germany), was commissioned by Huawei to verify the
Autonomous Networks (AN) capabilities of the iMaster
Network Cloud Engine for IP (NCE-IP). Our team was
invited to verify in how far NCE could automatically
provision, monitor, and optimize a Segment Routing
over IPv6 (SRv6) end-to-end network solution with
Huawei routers. The tests were carried out in August
2023 at Huawei premises in Beijing, China.

Autonomous Networks

Concept and Implementation

Network automation plays a crucial role in progress-
ing the telecommunications industry. The promised
benefits are substantial; however, it is a critical time
for pioneering communications service providers to
take important steps now. The TM Forum has recently
initiated an Autonomous Networks Manifesto which
has been signed by 13 service providers so far, who
promised to embark on the journey to accelerate the
adoption of ANs.

In terms of cost savings and efficiency improvements to
manage the exponentially increasing number of devic-
es, AN technology promises to significantly reduce
operational and capital expenditures. Autonomous
networks operations are a way for carriers to prepare
for service growth while keeping operational costs
under control, and avoiding to grow the engineering
work force.

The TM Forum reported that service providers could
unlock over $700 billion of new revenues from indus-
trial 5G and B2B2X (business to business to every-
thing) opportunities through autonomous networks.

Autonomous networks are founded on several key
principles:

1. Automation Levels: Autonomous networks aspire to
achieve advanced levels of automation across
various facets of network management. These facets
encompass provisioning, monitoring, troubleshoot-
ing, optimization, and security.

2. Al and Machine Learning Integration: At the heart of
autonomous networks lies the incorporation of
artificial intelligence (Al) and machine learning (ML)
technologies. These cutting-edge capabilities em-
power networks to make intelligent decisions, adapt
to evolving circumstances, and enhance operational
efficiency.
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They enable networks to learn from historical data,
forecast potential issues, and engage in self-
optimization.

1.IntentDriven Networking: Autonomous networks
frequently embrace the concept of intent-driven
networking. In this framework, network operators
articulate high-level business intents, and the net-
work itself automatically translates these intents into
precise network configurations and actions. This
approach streamlines network provisioning and
management, aligning network behavior  with
business objectives.

2. Self-Awareness: Autonomous networks are charac-
terized by a heightened level of self-awareness.
They possess the capability to continually monitor
their own performance, recognize anomalies or
irregularities, and proactively initiate corrective
measures without necessitating human intervention.
This self-awareness enhances network reliability and
resilience.

3. Efficiency and Reliability: The principal objectives of
autonomous networks include maximizing operation-
al efficiency and bolstering network reliability.
Automation reduces manual errors, accelerates
response times, and enables networks to adapt
swiftly to changing conditions, ultimately delivering
superior service quality.

Autonomous Networks

Categorization and Levels

An industry specification group  (ISG) called
“ENI" (Experiential Networked Intelligence) has been
created under ETSI rules and has started drafting
standards. Per the ETSI GR ENI 007 group report, it is
mentioned that creating appropriate categories for
AN serves as a valuable guide for users when opting
for a particular Al-assisted network setup.

TMForum’s white paper provided the following as a
definition of the AN levels:
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level  Description

LO Manual Operation and Management

s EANTE=

Explanation

The system delivers assisted monitoring capabilities, which
means all dynamic tasks have to be executed manually

L1 Assisted Operation and Management

The system executes a certain repetitive sub-task based on pre-
configured fo increase execution efficiency

L2 Partial Autonomous Networks

The system enables closed-loop O&M for certain units based
on Al model under certain external environments

L3 Conditional Autonomous Networks

Building on L2 capabilities, the system with awareness can
sense realtime environmental changes, and in certain network
domains, optimize and adjust itself to the external environment
to enable intent-based closed-loop management

L4 High Autonomous Networks

Building on L3 capabilities, the system enables, in a more
complicated cross-domain environment, analyse and make
decision based on predictive or active closed-loop manage-
ment of service and customer experience-driven networks

L5 Full Autonomous Networks

This level is the ultimate goal for telecom network evolution.
The system possesses closed-loop automation capabilities
across multiple services, multiple domains, and the entire
lifecycle, achieving autonomous networks

Table 1: Definition of the AN Levels

One of the industry’s issues is that the assessment of
AN levels has not been well defined yet. It is way too
early for any certification program, taking into account
the complexity of AN level assessment for different
technology areas — such as the IP transport networks,
optical transmission networks, mobile radio access
and core networks, broadband access, and so on.

Generally, there is a lot of uncertainty about current
and desired AN levels in the industry. At the recent
DTW Ignite conference in Copenhagen (September
2023), bold statements were made by some service
providers, aiming to reach L4 level automation within
two years across multiple service areas. This would be
a very complex undertaking in a very limited time,
given the fact that traditional OSS and BSS manage-
ment systems still prevail in many operational environ-
ments.

The complexity of brownfield services is hard to auto-
mate — specifically for operators in established markets
with diverse service offerings. From our point of view,
it is quite unlikely that the promises can be implement-
ed within the designated timelines, given the limited
investment and development capabilities of Western
communications services providers. In any case, it
would require a fundamental change of how CSPs run
their operations and, specifically, how much they trust
third-party solutions to take critical provisioning and
optimization decisions in an automated way.

At the same time, Autonomous Networks are about the
only chance to prepare network operations for the
future. Traditional operations of “VPN and IP pipes”
have become increasingly commoditized. Reducing
the provisioning times and providing valve-added
services with customerfocused options can only be
achieved with automated operations.

More than service providers, many consultancies and
service integrators have co-signed the TM Forum
Manifesto mentioned above. Their value proposition
will probably be to offer individual network migration
support. While consultancy and individual integration
will certainly be required, it seems to us at EANTC that
infegration alone would be quite costly and time
consuming. The industry would benefit from standardi-
zation, streamlining, interoperability of solutions, and
realistic certification programs from our point of view.
In the end, the procurement of AN components must
become a part of regular procedures. AN compo-
nents, with all their power to create superior, smooth,
and cost-effective operations models — or to break it
with disastrous results — requires strong quality assur-
ance. A few maijor failures reported in the news could
set back the industry for years.
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Recently, the industry has tended towards paperwork-
based certifications in what we like to coin the
“Gartner model” at EANTC - but an industry operat-
ing with extremely complex technology solutions is at
risk when procurement decisions are taken simply by
reviewing paperwork and conducting functional proof
of concept tests happily coordinated by vendors. The
power and risk of ANs lies in non-functional aspects of
network operations: Behavior in failover scenarios;
adherence to technical SLAs; operations of large-scale
service deployments; multi-vendor support in case
operators do not want to depend on a single vendor
across all network elements and management compo-
nents.

To demonstrate that AN level assessment and quality
assurance is possible, EANTC has put a stake in the
ground together with Huawei, pioneering AN analysis
criteria in one of the first independent evaluations for
the IP transport network automation. Of course, the
scope of this first analysis is limited. Much more di-
verse technology tests and scalability scenarios are left
to the future, but with Huawei, we have found a brave
vendor ready to submit their integrated AN and rout-
ing solution to an independent review.

ISIS 100
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We hope that the following detailed report provides a
good read and will inspire the industry to develop
detailed assessment methods for AN solutions. It is our
pleasure at EANTC to contribute to this undertaking.

Test Topology

All tests were conducted in a lab scenario representing
a realistic, innovative service provider network design
based on Segment Routing over IPv6 (SRvé). Core,
aggregation, and service edge routers were included
in the test bed. The lab scenario was constructed to
enable the execution of all test cases including redun-
dancy failover. At the same time, the lab network
required only a small number of routers to minimize
the hardware resources needed for test execution.

Figure 1 below shows the details of the test bed. Two
Huawei NetEngine 8000 routers served as provider
(“P1” and “P2") routers, forming the core network in
the center of the test bed. They were connected to two
Huawei NE4OE routers to the left side of the diagram,
which served as Provider Edge (“PE1” and “PE2")
routers, terminating services. These four routers togeth-
er formed one Autonomous System (AS) running SRv6;
see the section below for more details of the logical
network design.

PE2 P2 PE4
- AS 2024
m = ¢ Controll BGP LS sessi
Generator o3 outer — ontfroller ¢----- session
Impairment ———  Physical Link SRvé

Figure 1: Test Topology
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Towards the right side of the diagram, two Huawei
ATNQ80C routers were connected and served as
provider edge routers. One of them, “PE3”, participat-
ed in the SRv6 domain as well and was part of anoth-

er Autonomous System together with the core routers
P1 and P2.

Finally, the edge router “PE4” was positioned outside
the SRv6 domain, representing a legacy MPLS network
with its own Autonomous System.

The main system under test was the Huawei iMaster
Network Cloud Engine (NCE-P). It controlled all
routers in the test bed.

For testing purposes, a Spirent load generator was
connected to each of the PE routers. It injected test
traffic into the network, enabling the EANTC team to
verify correct service creation, adequate latency
performance, and failover out-of-service times.

An impairment generator was inserted in the link
between PE1 and P1. With its help, we were able to
manipulate the service quality of this link to force
selective service failover activities based on quality,
not just on complete loss of connectivity.

The main focus of the test bed was to facilitate func-
tional provisioning and management tests of the
iMaster NCE system. It was not optimized for perfor-
mance and scalability fests, and we did not verify
throughput performance or service scale aspects.

"CANTE

Hardware Details

The tables below list all hardware and software ver-
sions of equipment used in the test. All routers under
test used production software available to customers.
The iMaster NCE, however, was equipped with a pre-
production beta software release not available to
customers. Huawei explained that this software would
be in the main branch of software development to-
wards the next production version, scheduled to be
released by Q1/2024. The reason to use pre
production software was to enable advanced fest
scenarios as described in this report, specifically those
confirming level 4 autonomous networks.

Underlay and Overlay Networks

Based on the network architecture advice from
EANTC, Huawei created two Autonomous Systems to
form the core backbone for routing and exchanging
data across different network segments. Additionally,
the network consisted of two ISIS routing instances.
These IS-IS instances were dual-stack, supporting both
IPv4 and IPv6é, and were further enhanced with BGP-LS
extensions for collecting link-state information.

Software Version

iMaster NCE V100R023C0O0B052 (unreleased)
Table 2: Controller Software

NE Name NE Type Software Version
PE1 NE40E-X3A(V8) V800R022C0O0SPC400
PE2 NE40E-X3A(V8) V800R022C0O0SPC400
PE3 ATN 980C V800R022C0O0SPC400
PE4 ATN 980C V800R022C0O0SPC400
P1 NetEngine 8000M8 V800R022C0O0SPC4600
P2 NetEngine 8000X4 V800R022C0O0SPC400

Table 3: Network Element Hardware/Software
Name Role Software Version
Spirent TestCenter | Traffic generator 4.98.7626
Spirent Attero X | Impairment emulator ‘ 40.05.20

Table 4: Emulator Hardware/Software
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Huawei's main architecture choice was to configure
this service provider network with Segment Routing
over IPvé (SRv6). SRv6 is optimized to handle packet
routing paths and implement traffic engineering service
policies. Huawei created VPN services over SRv6
policies, such as L3VPNs and EVPN E-Lines.

All the underlay network configurations were manually
executed. For the core, aggregation, and provider
edge components in the test bed, these are complicat-
ed setup steps. Automation would be cumbersome and
would not have a huge benefit because these are one-
time configurations, as Huawei explained.

Although the test cases were primarily designed to
confirm functionality (we did not focus performance or
service scale testing at this stage yet), a total of 80 end
-to-end services were configured via NCE to facilitate
background data load and to create a realistic net
work services environment:

With the lab network physically connected, config-
ured, and armed with background services, we were
in a good position to start the testing.

Test Methodology

Before explaining the test results in detail, we'd like to
quickly explain how we tested. EANTC's top-level goal
in this project was to accurately determine the level of
network autonomy—from LO to L5—that the Huawei
iMaster NCE system under test would provide in
provisioning, troubleshooting, and optimization scenar-
ios. EANTC chose a multi-step verification approach
ensuring that our evaluation would be thorough and
applicable to real-world scenarios, making the conclu-
sions robust and valuable:

s EANTE=

1. Configuration Validation: Each test case started and
ended with checks of device configurations - before
and after NCE introduced or modified services.

2.Traffic Monitoring: Throughout each test run, we
generated test traffic on all foreground and back-
ground services, using the Spirent TestCenter. We
monitored the traffic flow across all end-to-end
services closely, validating that services were acti-
vated, or paths modified correctly. We measured
failover times (by counting lost frames over time)
and checked any potential effect on background
service traffic as well.

. Protocol Identification: In-band packet captures were
used to analyze communication protocols used
between the central controller and the Network
Elements (NEs). Given the multitude of configuration
and telemetry protocol options, we aimed to ensure
proper and complete understanding of the exact
protocols used by NCE to steer and monitor network
elements. The goal was specifically to identify
unwanted legacy protocols that might disrupt the
innovative autonomous network scenario or impose

a security risk (such as SNMPv2).

4.Operator Observations: Throughout the testing
phases, we closely monitored the actual steps
required by the system operator to complete each
task, giving us another dimension for evaluating the
network autonomy implemented by NCE.

Type of Service EP 1 EP 2 P node Number
L3VPN over SRv6 Policy PE1 PE3 P1 10
L3VPN over SRv6 Policy PE2 PE3 P2 10
L3EVPN over SRv6 Policy PE1 PE3 P1 10
L3EVPN over SRv6 Policy PE2 PE3 P2 10
EVPN E-Line over SRvé Policy PE1 PE3 P1 10
EVPN E-Line over SRvé Policy PE2 PE3 P2 10
L3VPN over SR TE PE1 PE3 P1 10
L3VPN over SR TE PE2 PE3 P2 10

Table 5: Background services configured for the test
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Test Scope

In this evaluation, the system was assessed across
three main areas of intelligent network operation and
management:

* Advanced Network Provisioning
* Intelligent Fault Detection
= Path Optimization for IP Networks

ETSI's ENI (“Experiential Networked Intelligence”)
industry specification group (ISG) covers autonomous
network principles and technologies. The draft stand-
ard ENI GR 035 is in its early stages; once finalized
and approved, it will offer a complete framework for
network operations management, featuring a closed-
loop system for each individual phase and outlining
the necessary management tasks at different operation-
al levels.

Our test cases were aligned with the ETSI GR draft and
exercised all stages of network autonomy.

Operator/User

| Workflow L
| Intent management

Decision-
making

Solution Design . Configura

Managed object

Figure 2: ETSI ENI GR 035 Reference Architecture

EoAaANIECE
Test Results

The following subsections describe all test results. The
network automation story of this report develops from
straightforward service provisioning tasks, via monitor-
ing and troubleshooting processes, towards automated
network optimization scenarios.

1. Provisioning of VPN Services

In a Segment Routing provider network with automated
service provisioning, the controller needs to offer
advanced SRvé functionalities such as SRvé Policies
and VPN overlay services. As part of a converged
framework, the IP network is set up to easily manage
many different services through simple input methods.
The controller takes the responsibility of automatically
translating network parameters for these services. Not
only does it auto-deploy them, but it also verifies the
service creation postdeployment. This results in a
service provisioning process that is both rapid and
infelligent, effectively minimizing manual intervention
and speeding up the entire service rollout cycle.

First, for this and each additional test case, we
checked that all network nodes and the NCE system
were up and running properly before we started:
Were network nodes and NCE connected properly
using different communication protocols (NETCONF,
SNMP, TELNET)2 Were the necessary PCEP connec-
tions, BGP-LS sessions, and BGP IPvé policy peering
running? As a reminder, BGP-LS was needed to help
with network topology monitoring/updates, while the
BGP IPv6 policy peering was used for route exchange
with a focus on influencing the data plane.

There are multiple steps required for successful auto-
mated service provisioning. First, the controller needs
to develop a correct and suitable digital twin of the
network situation. Second, the controller needs to
allow the operator to specify the provisioning infent
and needs fo translate it into actions using policies and
templates. We checked both parts.

NCE gathered all connectivity information and
showed the correct and complete physical network
topology (see Figure 3).

During fest execution, the iMaster NCE collected
information on link status like bandwidth utilization (via
Telemetry or SNMP), IGP metric, packet loss rate, and
delay (via BGP-LS) and developed a digital twin of the
network.
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Provisioning: Intent Management Tasks

The obijective is to validate the level at which provision-
ing infentions are translated. This involves generating
service planning information, which covers PE plan-
ning, RD/RT planning, and network configuration
templates. This data is then automatically converted to
network technologies, such as L3VPN, along with
corresponding protection requirements like VPN FRR,
tunnel SRv6 policy, and SLA parameters.

NCE demonstrated its ability to flexibly define
service models for SRvé-based VPN services online,
using service templates linked with tunnel templates.

We started by establishing tunnel templates for routers
P1 and P2, setting their delay constraints at 50 ms and
100 ms, respectively. We configured the protection
types to maintain a 1:1 ratio and designated which
paths would serve as the primary and backup candi-
dates.

For configuring L3EVPN templates, we chose an SRvé
policy with VPN FRR functionality enabled. Prior to
this, route distinguisher (RD) and route type (RT) pools
were established through resource pool management
for later incorporation into the service template.

We then employed these templates to establish four
L3EVPN services among PE1, PE2, and PE3 devices.
To test the system's ability to update the digital twin
continually, we manually forced a port-down scenario
on a device; NCE successfully detected the change in
interface resource status in near-realtime (the exact
time between event and detection was not measured).

« iMaster NCE

Service Provision - Service Design:
€ Root / NCE-IP
T1_L3EVPN_D50ms

@ - Basic Parameters
-

AN/PET
QO Name/P -

9 AN_PE3
O AN_PE1

©  Routing Constraints

@  Customized Extended Parameter

AN PE2

Home  Service Design

Resource Management

ANLP1
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Additionally, we manually configured the sub-interface
VLAN information and the IP address on the access
ports where NCE provided prompts for available
VLANs. These configurations were repeated for the
remote end of the L3EVPN service (PE3).

Next, NCE calculated the tunnel path based on the
delay constraints. When we increased the delay on
the link between PE1 and P1, the system adjusted to
maintain the service's SLA by computing new paths
accordingly.

o )

ANJPET AN PE3

AN_P1

AN P2

AN_PE2

Figure 7: NCE Computed Primary and Backup
Paths for S1(intent: less than 50 ms Path Latency)

Service Deployment  Service Assurance

Display links:

AN _PE3

AN_P2

AN _PE4

NCE-IP

Figure 6: Network Status when Service Design was complete between PE1-PE3
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Figure 8: NCE Computed Primary and Backup
Paths (less than 100 ms Path Latency)

At the same time, NCE automatically generated the
service configuration based on the template and the IP
resource pool information.

Verdict: L4

We verified that the system can define service models
dynamically. It automatically translates user require-
ments (intenf) into network seftings. This includes
various configurations like VPN, interface, protection,
and tunnel policies.

TCANICT

Provisioning: Awareness Tasks

The goal of this test case was to verify the NCE's
autonomous network level concerning the network
situation awareness, specifically regarding resources
surveying.

For this function, NCE needs to monitor key network
SLA metrics such as latency, bandwidth, and traffic
continuously, while also dynamically identifying any
changes in network conditions. Simultaneously, it
needs to actively acquire information of available
network device resources, including available ports
and link bandwidth, and keep track of any resource
alterations.

NCE continually monitored the network topology
including the status of network resources and services.
lt updated the internal digital twin after a link failure
within 31 seconds (average).

We executed this test case using the same topology
and services deployed previously. To verify continuous
resource monitoring, we simulated a link failure be-
tween PE1 and P2 (see Figure 9). We then measured
how long NCE took to change the link status. This test
case was executed three times and resulted in an
average status update delay of 31 seconds.

The second step was emulating delay and packet loss
on a different link. The changes of delay and packet
loss were reflected on the digital twin within an aver-
age time of 40-50 seconds.
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Figure 9: Link Failure Reflected by NCE's Digital Twin
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Figure 11: SRv6 Policy changed to Down

Finally, we emulated a “service down” event by
removing the IPv6 address prefix from the loopback
interface.

Previously, when the service was created, NCE had
configured Seamless BFD (SBFD) to monitor service
status between loopback interfaces at the service
endpoints. By removing the address from this SBFD
endpoint, the SBFD session broke down on P1 - as
infended with our test. As a result, the SRvé policy
changed its status to be unavailable.

NCE correctly noticed the SRvé policy change
event within 22 seconds after the IPvé address prefix
had been removed (see Figure 11).

For any measurements here, please keep in mind that
the focus of the test was on functional verification. The
NCE was running with a very low load, and the
change affected only a few services. In a realistic
environment, NCE might have to process many more
notifications, which could affect the notification delay.

In each fest run, we confirmed that updates were sent
via BGP-LS packets by capturing and analyzing the
data packets. To understand how NCE detected
changes in link status, we monitored the packets on the
NCE port and inspected the BGP update messages for
changes (see Figure 12).
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Figure 12: BGP Update Message for Link Failure

Verdict: L4

We confirmed that the system uses a digital twin
for near realtime network resource monitoring. It can
quickly identify network and service statuses [in sec-
onds) as well as quality mefrics. The system also
automatically creates a network topology that includes
resource status, available ports, link bandwidth, and
service resource utilization.
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Provisioning: Analysis And Decision-Making
Tasks

The next step towards automation of service provision-
ing are the analysis and decision-making tasks. These
include the auto-allocation of resources, in this case
specifically the Virtual Routing Function route de-
scriptors and route targets [VRF RD/RT], the choice of
network interfaces and VLANs. Additionally, the auto-
generation of service configurations and assurance
solutions contributes to the automation level of analysis
and decision-making tasks as well.

To test these aspects, we increased the emulated link
delay change between PE1 and P1 (see Figure 10
above) from 50 ms to 60 ms. Subsequently, we
checked the template T1 path computation in NCE.

NCE correctly analyzed that the delay constraints for
paths using template T1 were violated. NCE correctly
took the decision to change the path so that the service
adhered to the delay constraints again. The RT and RD
for STand S2 services were automatically allocated. In
parallel, we checked that the path computation for
template T2 didn’t change because delay constraints
(100 ms) of this template were not violated.

Verdict: L4

We confirmed that NCE automatically assigned
network resources like RDs and RTs according to user
requirements. It also calculated the best network paths
and generated device configurations automatically. All
these functionalities were fully simulated and tested in
NCE’s digital twin prior to actual rollout to network
elements.
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Provisioning: Execution Tasks

As our final test step of provisioning activities, we
validated the Autonomous Network’s ability of imple-
menting and verifying the provisioning actions. During
this step, NCE was expected to deploy the previously
created and verified configurations automatically, as
per the service design. The system was expected to
validate services, check the service status, and confirm
if service requirements would be met.

To kick off this test step, we initiated Service S1 and
verified its status on the NCE, ensuring that it met the
appropriate delay constraints and color ID. We then
reviewed the SRvé Policy path within NCE and con-
firmed that the path delay information was automati-
cally acquired (see Figure 13). The configurations on
the network nodes also reflected the newly deployed
service correctly. We also verified the L3EVPN configu-
rations on the PE1 devices.

Next, we tested the SRv6 policy path that was auto-
matically created on the routers. We validated the
service by generating traffic from its endpoints using a
traffic generator; traffic was forwarded without loss.
Additionally, we verified that BGP-LS updates were
used to deploy the SRvé Policy and also examined the
NETCONF deployment logs on the AN system and
confirmed that the details of the Huawei-specific
YANG model were accurate (see Figure 15). It's worth
noticing that vendors often choose to use their proprie-
tary YANG:s to quickly adapt to new features evolution
while the OpenConfig can take longer time to incorpo-
rate these innovations.
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Bidirect AN_PE2 AN_PE3 2023-08-26 10:46:14  2023-08-26 10:56:28 8 &
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Figure 13: NCE Deployed SRv6 Policy, showing that the Policy Status is up
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Figure 14: Configured and Measured Path Delay
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Details X

Message body
"xmins"; "
"af": {

"evpn": {
"xmins": "um:huaweiyang:huawei-evpn",
"extend-vpn-targets": {
"extend-vpn-target": [

urn:huawei:yang:huawei-I3vpn",

"yrf-t-type": "export-extcommunity”,
"vrf-rt-value™ "2023:100"

h

{

Response message

Succeed
Details
8 =config=
9 <network-instance xmins="urn:huawei:yang:huawei-network-i
10 <instances>
1 <instance xmlIns:ns0="urn:ietf.params:xml:ns:netconf:bas
12 <name=s1AN_PE 1toPE31693893999391</name>
13 <traffic-statistic-enable xmIns="urn:huaweiyang: huaw
14 <afs xmins="urn:huawei:yang:huawei-|3vpn"=
15 <af>

Figure 15: YANG Model used by NCE

for Provisioning

We then explored the system's behavior when encoun-
tering configuration failures. Before setting up Service
S3 between PE2 and PE3 devices—preassigned with
the RD value 2023:102—we intentionally created a
conflicting service with the same RD value through the
CLl. When attempting to initiate the service, the AN
system correctly flagged an error and indicated a
failure in service provisioning.
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Figure 16: Generated Traffic over the New Services
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Subsequently, no S3 service information was found on
the PE2 and PE3 devices, indicating that the configura-
tion had been automatically rolled back.

After removing the conflicting RD VPN configuration
from the router, we reattempted provisioning Service
S3, which was successful this time. Upon deploying
the fourth service, we checked the status of all newly
implemented services and confirmed their correct
operation by generating traffic over them, again
observing no packet loss.

In an additional experiment, we set up a layer 3
Ethernet VPN (L3EVPN) service using Segment Routing
over IPvé (SRv6) policies across multiple Autonomous
Systems (AS). To achieve egress peer engineering, we
employed the BGP Egress Peer Engineering (EPE)
extension, which enables the allocation of BGP peer
(SIDs) to routes between different ASs. This information
was then propagated to the network controller through
the BGP-LS protocol.

Utilizing Huawei's NCE, we configured the SRv6
policy between PE1 in AS 2023 and PE4 in AS 2024,
following the same procedure as previously outlined.
The test was successful; we confirmed the applied
configurations on the routers and observed no packet
loss during traffic generation.

AN_PE1

AN_P1

AN_P2
AN_PE4

Figure 17: Primary and Backup Path for S6

Verdict: L4

NCE correctly automated the service configuration
delivery; it automatically checked and validated the
service status to ensure the actual deployment would
meet the specified requirements. In case the delivery
failed, all configurations were correctly rolled back.

TCANICT

2. Monitoring and Troubleshooting

in the Maintenance Process

Automated service fault management enables rapid
identification of service issues, enhanced root cause
analysis, and self-repair mechanisms. It should cover
fault detection, alerts for potential network issues,
smart automated diagnosis, and auto-adjustment of
service paths.

For the tests in the monitoring and troubleshooting
section, we reused the previously deployed four VPN
services in the SRv6 lab topology. All of them trav-
ersed through L1 (PE1-P1 link) and some of them used
L6 (PE2-P2 link) for a backup link.

We evaluated the five steps for autonomous network
deployments in this section, in the same way as we
had done it for provisioning activities: Intent manage-
ment, awareness, analysis, decision-making, and
execution fasks.

Monitoring: Intent Management Tasks

The autonomous network's desired capability for
scenario-specific monitoring involves comprehending
the intended objectives for service monitoring, assur-
ance, and fault analysis. These intentions are then
executed through the system's internal processing
logic.

Huawei explained that NCE features a monitoring tool
that utilizes Huawei’s proprietary “IFIT" telemetry
protocol (IFIT stands for “In-situ Flow Information
Telemetry”). This protocol uses actual service packets
to gauge key performance metrics of an IP network,
including packet loss rate and latency. Additionally,
the tool offers visualization features for operations and
maintenance, allowing for centralized network man-
agement and graphical representation of performance
data.

To use the feature, we configured NCE to monitor the
four LBEVPN services previously provisioned, including
the respective EVPN endpoints. The IFIT flow detection
was performed through Static VPN and Peer IP/Peer
Locator sequences.

The measurement mode was set to capture latency,
bandwidth, and packet loss metrics. Upon completing
these steps, NCE successfully created a monitoring
instance for the selected L3VPN services, enabling
near-realtime performance tracking and evaluation.
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Figure 19: S2 Topology Reflects Use of the Backup Path

The iMaster NCE presented a visual and near-live
monitoring representation of network devices and link
status. We verified that the system comes with pre-
configured fault analysis correlation rules. These rules
can be manually selected to align with the specific
requirements for analyzing service faults.

Verdict: L3

Monitoring: Awareness Tasks

Huawei explained that NCE automatically sets up
comprehensive monitoring for services, covering end-to
-end SLA metrics, traffic, and the status of network
components. Additionally, the system employs Al
techniques to automatically recognize network issues,
consolidating various alarms into streamlined alerts for
more efficient fault identification.

To validate the claim, the Huawei team manually
deactivated the link between P1 and PE3 using the
router’'s command-line interface. The router triggered
SNMP alarms within ten seconds, and NCE updated
the service status and topology just as quickly.

Figures 18 and 19 illustrate a change in the primary
path from (PE1-P1-PE3) to the backup path (PE1-P2-P1-
PE3) to avoid the failed link between P1 and PE3.

The Service S1 initially had a primary path of PE1-P2-
PE3 (adhering to the delay constraints of 50ms) and
was not supposed to be affected by the deployed
failure.

However, an unexpected packet loss on the S1 traffic
was observed, with the IFIT topology revealing the
activation of a backup path. The Huawei team clari-
fied that this occurred because the SBFD packets
utilized the shortest IGP path in the reverse direction
(PE3 to PE1), not through the SRvé tunnel, causing the
control packets to get lost on the way to the headend.
This led NCE to presume the path was down, subse-
quently tearing down the SRvé tunnel. The issue was
resolved by the Huawei team subsequently, by recon-
figuring BFD in the reverse direction through the SRvé
tunnel.

Huawei explained that NCE uses an Al tool called
“Intelligent Incident Management” to support monitor-
ing. The Intelligent Incident Management tool has two
main aspects:

= Alarm Clustering: Utilizes frequent itemset mining
algorithms. After training, the model calculates
confidence levels based on time and topology
features to cluster related alarms.

* Root Cause Identification: Operates in two modes:

- Expert Experience Injection: Uses pre-collected
expert experience as feature input to identify
root causes.

- Neural Network Training: Undergoes offline
fraining using association matrices and fault
propagation diagrams to create a causality
matrix, aiding in root cause identification.
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It took the Al tool twelve (12) minutes to pinpoint the
root cause of the fault and to provide visual representa-
tion of the location of the fault.

In a subsequent test involving the shutdown of two
interfaces (on L1 and L6 links), we received distinct,
aggregated alarms for each incident, complete with an
updated topology pinpointing the locations.

v

Verdict: L4

The system identified service status changes and
network metrics within minutes during the test. It also
used Al and flow-based detection to automatically
pinpoint network issues and aggregate alarms for root
fault identification; this step took 12 minutes in the test.
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Figure 22: Location of one Failure
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Monitoring: Analysis Tasks

This automation task includes demarcation and loca-
tion of failures. NCE is expected to detect and analyze
service flows for hop-by-hop diagnosis. This way, NCE
shall swiftly isolate service issues, correlate them with
network-level problems, and pinpoint the smallest unit
needing replacement.

EANTC verified these tasks as part of the previous
(awareness task) test. NCE correctly identified and
located the faults (using the previously described Al
tool). However, NCE did not perform any automated
tests for diagnose purposes. For this reason, NCE's
monitoring capabilities do not qualify for Autonomous
Networks Level 4 from EANTC's perspective. NCE is
not capable of hop-by-hop fault localization yet;
instead, it relies on endto-end alarm data which does
not enable fully automated analysis.

Verdict: L3
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Monitoring: Decision-making Tasks

After defecting a service fault, NCE is expected to
evaluate the network status and automatically compute
alternative paths online, based on path computation
policies and service SLA requirements.

NCE performs all decision-making operations automat-
ed and without user notification, as Huawei explained.
To evaluate whether decision-making would take
place, EANTC and Huawei checked the Optimization
history in the NCE application as part of this test.

We manually shut down a physical interface and
found that NCE correctly calculated the alternative
paths, while still abiding with the tunnels delay con-
straints (50 ms or 100 ms) for primary and backup
paths. The triggers for path calculations and the optimi-
zation result are shown in figures 24 and 25 below.

Verdict: L4

After identifying a service issue, NCE correctly calcu-
lated backup routes in line with policy and service
quality standards. The chosen solution was pre-verified
by NCE in a digital twin before implementation.
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Figure 24: Decision Making Triggers
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Figure 25: Before and After Path Optimization
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Monitoring: Execution Tasks

As the final part of automated monitoring and trouble-
shooting, NCE is expected to automatically complete
the service verification and check whether the dam-
aged services are recovered, including whether the
service connectivity and SLA meet the requirements
(again).

In our test, NCE automatically reviewed the policy
state and SLA metrics for the path subsequently to the
optimization steps described above. NCE showed the
configured constraints (delay, bandwidth, and packet
loss) including the then-current telemetry values of the
established path (see Figure 26).

Then, for each path, the system was able to provide
the actual SRvé SID information for each hop along
the segments (for S2, it consisted of four SIDs). These
SIDs were also displayed on the end device PE1 as the
utilized SIDs, directing traffic through the primary path
(see figures 26 and 27).

NCE correctly acted on the friggered faults and

pushed new SRv6 policy paths to the devices through
BGP.

e

802A:0(V)
803A:0(V)

803A:0(V)
802B:0(V)

Figure 28: S2 SRvé Candidate Path SIDs on PET

To validate the technique NCE employed to push
configurations for SRvé policy path information, the
Huawei team captured packets between NCE and the
directly attached router (the route reflector). Analyzing
the captured packet exchange, we confirmed that the
modifications were carried out through BGP update
messages as desired.

EANTC inspected the sub-TLVs (Type Length Values)
within the tunnel encapsulation attribute of the network
packets (see Figure 29), which is crucial for specifying
the encapsulation and transportation mechanisms of
packets across a tunnel. We noticed that the segment
list within these sub-TLVs corresponds accurately with
the SRvé Segment Identifier (SID) values that the Net-
work Control Engine (NCE) displayed and configured
on the devices.
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Figure 26: SLA Metrics for the new Deployed Path for S2

ops NE Name Interface Name

AN_PE1 GigabitEthernet2/0/5
AN_P1 GigabitEthernet0/7/3
AN_P1 GigabitEthernet0/8/3
AN_P2 25GE3/0/2

AN_P2 25GE3/0/0

o B W N A o

AN_PE3 GigabitEthemet0/312

Interface Type | IPv6 Router ID

Outgoing
Incoming
Outgoing
Incoming
Outgoing

Incoming

Interface IP Address. SRvE SID

2023:23:1 103:12:1:1 A300:1::802A:0

2023:23:4 103:12:1:2

2023:23:4 100:1:2:1 A300:4:803A:0

2023:23:5 100:1:2:2

2023:23:5 100:2:3:2 A300:5:803A:0

2023:23:3 100:2:3:3 A300:3::802B:0

Figure 27: S2 SRvé SIDs for the Primary Path on NCE
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v

Type code: Segment List (128)
length: 125
Reserved: ©x00
sub-TLVs: ©9060000000000642122800023000001000000000000ffffdda00002300000300000000...
v SubTLV: Weight sub-TLV
Type: Weight sub-TLV (9)
Length: 6
Data: 000000000064
v SubTLV: Unknown
Type: Unknown (33)
Length: 34

Data: 800023000001 fffff 300000

fffffdda00oo

v SubTLV: Type B SRv6 SID sub-TLV

Type: Type B SRv6 SID sub-TLV (2)

Length: 18

Data: 800023080001000000000000000080220000
v SubTLV: Type B SRv6 SID sub-TLV

Type: Type B SRv6 SID sub-TLV (2)

Length: 18

Data: 80002300 320000
v SubTLV: Type B SRv6 SID sub-TLV

Type: Type B SRv6 SID sub-TLV (2)

Length: 18

Data: 800023000005 3
ata: 80002300000 3al

v SubTLV: Type B SRv6 SID sub-TLV
Type: Type B SRv6 SID sub-TLV (2)
Length: 18
Data: 3000230000030000000000000000802b0000

v

v Flags: 0x90, Optional, Extended-length, Non-transitive, Complete
B

SR VG S

Figure 29: S2 Segment SIDs Updated through BGP-LS Packet

Verdict: 14

NCE automatically adjusted service paths and validat-
ed the successful deployment of services, ensuring both
connectivity and SLA compliance.

3. Network Optimization—
Intelligent IP Network Path Optimization

The final step in operating autonomous networks is fo
optimize services without human interaction. The
network's ability to respond to a failure is as crucial as
being proactive and vigilant towards the potential
deferioration of the service quality. We tested the
capabilities of Huawei’s NCE solution in this area.

The necessary optimization functions involve gathering
information from the traffic flows and measuring
various performance metrics such as latency, through-
put, and packet loss. Through the analysis of these
mefrics, strategic changes are made to eliminate
bottlenecks and optimize network resources, thereby
improving the network's overall performance and
efficiency.

Optimization: Intent Management Tasks

We validated whether NCE would be able to define
service goals and thresholds, select predictive algo-
rithms, and set rules for path calculations and traffic
adjustments.

All tests in this section used the same architecture and
services as in the previous areas. Initially, we distribut-
ed these services' traffic across two links. We started
the test by changing the packet loss tolerance to 5 %,
and service delay constraints to 100 ms.
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The Huawei team enabled “Automatic optimization
targeting improvements” for delay, traffic, and packet
loss metrics. These optimizations were set to be per-
formed at five-minute intervals.

NCE provides an “Auto Approval” feature for optimi-
zations. When turned on, optimizations are executed
immediately without a manual approval step — which is
an active choice with advantages and disadvantages
that each network operator needs to take individually.
We chose to evaluate “Auto Approval” in both set-
tings—activated and deactivated. These configurations
allowed the controller to effectively understand and
implement the intended network path optimizations.

Verdict: L3

NCE provides built-in optimization correlation rules.
These rules need to be manually selected to match
optimization requirements (latency, bandwidth, and
packet loss rate).

Forward SR Policy

Color ID:

Max. delay (ms).

100

Min. delay (ms)
0

© For delay, 0 means no limit. If a color profile has been
selected, clearing delay wil reuse the value set in the

profile

Candidate path delay difference (ms)

Packet loss rate:

5.000001 Percent v | ®

"CANTE=

Optimization: Awareness Tasks

The purpose of this test was to validate the system's
capability to automatically gather and update key
network metrics, including bandwidth, delay, packet
loss rate, and the status of tunnels.

Huawei informed us that NCE systematically collects
these metrics from tunnels and links on all network
devices through Telemetry for SRv6 policy traffic,
SNMP for link traffic and BGP-LS. During the testing
process, we infroduced specific changes to the net-
work environment: A packet loss rate of 8 % on link L3
(PE1-P1) using an impairment device, a static delay of
100 ms on L6 (PE2-P2 link) through link configuration
and increased bandwidth utilization over the threshold
of 70 % using a packet generator.

NCE mirrored these simulated conditions into its digital
twin. The identification and reflection of delay and
packet loss changes in the digital twin were accom-
plished within less than ten seconds.

Figure 30: Modify SR Policy Delay, Packet Loss Rate Thresholds
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Figure 31: Digital Twin Reflecting the Applied Packet Loss
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Meanwhile, updating the traffic conditions within the
tunnels based on these changes was effectively carried
out in less than ten minutes.

Verdict: 14

The system automatically detected delay, packet loss
rate, and link status change in seconds; and detected
the link and tunnel traffic changes within ten minutes.

Optimization: Analysis Tasks

To identify the optimization possibilities, NCE needs to
quickly assess network traffic based on alerts or ex-
ceeded thresholds for delay, bandwidth, and packet
loss. Then it identifies the TE tunnels needing optimiza-
tion based on service traffic requirements. The system
offered two approaches, both of which we assessed:

*= The first is an automatic method that identifies and
acts on any exceeded thresholds for delay, packet
loss, or bandwidth usage, with a record of these
actions available in the optimization history.

" EANTE=

= The second method requires operator approval
before implementing any changes, allowing the
operator to review and accept the suggested alter-
natives. In practical applications, operators often
appreciate having these decision-making options.

Automatic Approach

The controller offered an overview of the SRv6 Policies
analysis results.

Following the completion of the auto-optimization
interval, the controller implemented the required
adjustments to align with the pre-configured tunnel
parameters and thresholds. The procedure was execut-
ed automatically in the designated "Auto Optimization
Mode." We investigated NCE's history records to
review the system analysis results thoroughly.

Figure 33 shows the pre- and post-optimization paths
for Service 3. The backup path, which previously
followed a particular route, was altered to bypass the
link with the heightened delay value, ensuring adher-
ence to the Service Level Agreement (SLA) of S3.

a Operation Service 1L ¥ Tunn... WY V¥ Tunnel ID/Color ID 1, ¥ Source NE 1, ¥ Sink NE 1L ¥ Running S... 1L ¥ Administrati... 1. | Delay Threshold Crossed 1, ¥ Packet Loss Rafe
v O Z @D = B G BxSRTE_PE2PE3 SR-TE 2 AN_PE3 AN_PE2 c@» - No No
v O ZRBD = B @ s4AN_PE20PE3 Tunne  SRv6 Policy 2201 AN_PE2 AN_PE3 cd» «@& Yes No
v O ZRBD = B @ s3AN_PE20PE3 Tunne  SRv6 Policy 1201 AN_PE2 AN_PE3 o) “ Yes No
v O Z B9 @A @ sIAN_PEIOPE3 Tunne  SRv6 Policy 1200 AN_PE1 AN_PE3 cd®» @@ No Yes
v O ZQRD = E @ s4AN_PE2PE3 Tunne  SRv6 Policy 2201 AN_PE3 AN_PE2 fe) “ Yes No
v O 2ZRBD = A @ s3AN_PE2PE3 Tunne  SRv6 Policy 1201 AN_PE3 AN_PE2 o) “ Yes No
v O ZR@D = B @ s2AN_PE1OPE3 Tunne  SRv6 Policy 2200 AN_PE3 AN_PE1 o) o« No Yes
Figure 32: Status of Services
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Figure 33: Optimization has been Applied
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To validate NCE’s analysis capabilities, we increased
the traffic of Services 3 and 4 traversing the same link
(P1-PE3), to cause them to exceed the bandwidth
utilization threshold (Figure 34).

NCE correctly executed optimization steps, displaying
the details of all tunnels involved in this procedure and

presenting the results through visual graphs (Figure
34).

Pre-Approval Approach

We checked the S4 service optimization detail infor-
mation in NCE, which showed the expected optimiza-
tion suggestions (Figure 35).

Verdict: L4

NCE quickly evaluated information that exceeded
preset thresholds, including delay, packet loss rate,
and bandwidth. Within minutes, it automatically
pinpointed the TE tunnels in need of optimization and
generated solutions that complied to both the service
SLA and established optimization guidelines.
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Optimization: Decision-making Tasks

The next step towards fully automated network optimi-
zation is the path calculation using constraints — such
as affinity attributes and cost values -, resulting in a
decision for optimized traffic engineering tunnels
complying to all delay, bandwidth, and packet loss
criteria, all without manual intervention.

We validated NCE's behavior in decisionr-making for
network optimization in two modes (similar to the
previous step): An automatic and a pre-approval
approach.

Automatic Approach

NCE was expected to perform all decisionmaking
steps automatically. We inspected NCE's optimization
history log to obtain the process information. Figure 36
shows that optimization decisions were undertaken as
expected.
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Figure 36: The system offers Suggestions for Optimization (Primary/Backup Paths)
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Figure 37: Delay and Packet Loss Optimization Information
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Auto Approve Disabled

NCE offered to take decisions for those tunnels requir-
ing optimization (see Figure 37). We verified that the
suggestions were accurate.

Verdict: L4

Using near realtime information, NCE autonomously
decided about tunnel optimization strategy. Prior to
implementation, this solution was validated by NCE in
a digital twin environment.

Optimization: Execution Tasks

The final goal of all the autonomous optimization tasks
is to implement the solution. We expected NCE to
enable one-click optimization for latency, bandwidth,
and packet loss, with auto-rollback for issues. NCE
was further expected to auto-verify the tunnel service
performance (latency and traffic) post optimization
delays and to confirm compliance with all service level
criteria.

It was a straightforward action to allow NCE executing
the optimizations that had been suggested in the
previous steps. (Obviously, we continued with the
same methods described further above to trigger
optimization.)

o iMaster NC
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Network Map  Intent Verification

Value-Added Apps

s CANTEE

We verified that NCE instructed the routers to optimize
tunnels without human interaction. We also verified
that NCE automatically checked the path metrics after
the execution step: The user interface of NCE showed
that the optimized tunnels did not exceed any thresh-
olds and adhered to the pre-configured required SLA
values for delay and packet loss (see Figure 38).

The traffic statistics generated by NCE did not show
any packet loss for the optimized services. Additional-
ly, our packet captures between the controller and the
network showed the SRvé Policy path optimization
commands were carried through BGP update messag-
es.

Verdict: L4

The system automatically completed path optimization
in seconds. Traffic was not inferrupted during the
optimization, and no packet loss occurred. After the
optimization, the system automatically verified and
confirmed the results, including the TE tunnel status and
SLA compliance.
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Figure 38: Tunnels suggested for Optimization
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Figure 39: Service 2 Path Metrics after Optimization
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Execution

Results Summary

Across all test areas and cases, the Huawei solution
with iMaster NCE-IP was able to reach a very competi-
tive AN level, and to prove almost all of the claims
made by Huawei.

Please see the table and Figure below for an overview
of all test results:

Intent Management
5

Decision Analysis

== Operation - Provisioning and configuration
—— Maintenance - Fault Management
Network Optimization - Intelligent IP Network Path Optimization

Figure 40: Test Results

Awareness

Conclusion

Our independent functional tests of Huawei’'s NCE-IP
and SRvé-based router solution using NetEngine
8000, NE-40 and ATN-901 routers confirmed
Huawei’s superior level of automated provisioning,
monitoring, troubleshooting, and network optimization
reached. Throughout the tests, the beta software
version of NCE—which, as Huawei stated, will be
made available for general customer access in
Q1/2024—proved to be a very powerful tool, han-
dling a range of SLA maintenance, troubleshooting,
and optimization scenarios smoothly. We were not
commissioned to include any fieldscale performance
or service complexity tests—which would, frankly
speaking, have been premature at this stage of tech-
nology standardization.

Our initial, independent verification proved that there
is a viable path to reach L4 automation within a single-
vendor ecosystem and for selected innovative protocol
deployments already at this stage of the industry.

Intent Management Awareness Analysis Decision Making Execution
Service L4 L4 L4 L4 L4
Provisioning
Monitoring and L3 L4 L3 L4 L4
Troubleshooting
Network L3 L4 L4 L4 L4
Optimization

Table 6: Test Results
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